Optimizing the configuration of an heterogeneous architecture of sensors for activity recognition, using the extended belief rule-based inference methodology
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\textbf{ABSTRACT}

Smart environments are heterogeneous architectures with a broad range of heterogeneous electronic devices that are with high in processing capabilities for computing, considering low power consumption. They have the ability to record information about the behavior of the people by means of their interactions with the objects within an environment. This kind of environments are providing solutions to address some of the problems associated with the growing size and ageing of the population by means of the recognition of activities that can offer monitoring activities of daily living and adapting the environment. In order to deploy low-cost smart environments and reduce the computational complexity for activity recognition, it is a key issue to know the subset of sensors which are relevant for activity recognition. By using feature selection methods to optimize the subset of initial sensors in a smart environment, this paper proposes the adaption of the extended belief rule-based inference methodology (RIMER+\textsuperscript{2}) to handle data binary sensors and its use as the suitable classifier for activity recognition that keeps the accuracy of results even in situations where an essential sensor fails. A case study is presented in which a smart environment dataset for activity recognition with 14 sensors is set. Two optimizations with 7 and 10 sensors are obtained with two feature selection methods in which the adaptation of RIMER+\textsuperscript{2} for smart environment provides an encouraged performance against the most popular classifiers in terms of robustness.

\textcopyright 2016 Published by Elsevier B.V.

\section{1. Introduction}

The number of elderly will reach 2 billion by the year 2050 and a key issue for this people is to stay as long as possible in their own homes in order to have a healthy ageing and wellbeing \cite{44,45}. One of the most common diseases in this group is related to cognitive processes such as dementia. These illnesses are currently incurable; hence efforts are focused towards delaying their progression. In the early stages of dementia, it is useful to provide support in the form of prompting through the completion of activities of daily living (ADL) in addition to offering a series of reminders for tasks such as medication management, eating or grooming \cite{12,19,25}.

Smart environments are built heterogeneous architectures with a broad range of multiples and different electronic devices that are with high in processing capabilities for computing, considering low power consumption. These environments have the ability to record information about the behavior of the person by means of his/her interaction with the objects within an environment \cite{8}. So, smart environments are residences with a heterogeneous architecture of sensor in which sensors are connected to a range of objects or locations and networked and used to identify people in the environment and their actions \cite{5}. This kind of environments are adapted to perceive the user contexts in order to help people in their ADL providing a smart solutions to address some of the problems associated with the growing size of the population.

The sensor-based activity recognition \cite{1,5,31,35,48} is at the core of smart environments. So, the process of activity recognition aims to recognize the actions and goals of one or more person within the environment based on a series of observations of actions and environmental conditions. It can, therefore, be deemed as a complex process that involves the following steps: (i) to choose and deploy the appropriate sensors to objects within the smart
environment; (ii) to collect, store and process information and, finally, (iii) to classify activities from sensor data through the use of computational activity models.

Traditionally, approaches used for sensor-based activity recognition have been divided into two main categories: Data-Driven (DDA) and Knowledge-Driven (KDA) Approaches [5].

The former, DDA, are based on machine learning techniques in which a pre-existent dataset of user behaviors is required. A training process is carried out, usually, to build an activity model which is followed by testing processes to evaluate the generalization of the model in classifying unseen activities [21,41]. The advantages of the DDA are the capabilities of handling uncertainty and temporal information. However, these approaches require large datasets for training and learning, and suffer from the data scarcity or the cold start problem [5].

Regarding KDA, an activity model is built through the incorporation of rich prior knowledge gleaned from the application domain, using knowledge engineering and knowledge management techniques [5,7]. KDA has the advantages of being semantically clear, logically elegant, and easy to get started. Nonetheless, they are weak to deal with uncertainty and temporal information as well as the activity models can be considered as static and incomplete.

In order to take advantage of the main benefits provided by DDAs and KDAs and to avoid some of their common disadvantages, some hybrid approaches have been developed such as the extended belief rule-based inference methodology (RIMER+) that was proposed in [34]. Knowledge Base of RIMER+ is based on Extended Belief Rule-Bases (E-BRB), which are able to capture (i) sample data and expert knowledge in a homogeneous way; (ii) nonlinear and causal relationships; and (iii) several types of uncertainty related to expert knowledge and data.

In the literature, we can find multiple smart environments with different heterogeneous architectures that are equipped with a large set of multiple and different sensors in order to carry out an activity recognition process. For example in the smart environment presented in [9] are involved 39 sensors and in the smart environment shown in [47] are involved 52 sensors. Although there has been significant progress in sensor-based activity recognition with promising results, which offer improvements with the problems associated with the growing size of the population, it still remains expensive to deploy a full set of sensors within a smart environment [36,50].

Therefore, the selection of an appropriate set of the sensors in the heterogeneous architecture, which are placed in objects within the environment, is an important issue in order to effectively monitor and capture user’s behavior along with the state change of the environment. This selection has a direct influence on the sensor data that will be used in the activity classification process. So, the current challenge is to know what configuration of initial sensors is the essential for activity recognition, i.e., the optimization of sensors in the heterogeneous architecture on a smart environment. This optimization process should imply the selection of a subset of the original sensors without loss of accuracy for activity recognition, even if one of the essential sensors fails because there are any technical failure or any sensor are deactivated, subsequently returning wrong values.

Feature selection methods [13] provide a way to select a subset of relevant features to generate a classifier or a model from a dataset obtained from a real process. Thus, these methods can identify which of the features are relevant or if there are interdependency relations between them. The use of feature selection methods in smart environments has been conducted in some studies [17,18,20]. However, none of them has shed light on the classifier which should be used in conjunction with feature selection methods in order to keep the accuracy, providing robustness.

In this paper, we focus on the use of feature selection methods to optimize the subset of initial sensors for activity recognition in a smart environment with binary sensor in order to reduce costs from a technology perspective, maintaining accuracy for activity recognition as well as reducing the computational complexity. Furthermore, this paper suggests the adaptation of RIMER+ [34] like an approach for activity recognition, which is called R-DRAH. This new adaptation is focused on handle binary sensor data due to the fact the traditional RIMER+ works with values between 0 and 1. So, this new version offers accuracy in a smart environment for activity recognition with binary sensor optimization, being also robust in situations in which a relevant sensor fails. A case study for activity recognition, in which two optimizations of sensors are obtained using feature selection, is carried out. An evaluation of R-DRAH against the most popular DDA classifiers is performed, considering the situation when a sensor failure in order to provide robustness.

The remainder of the paper is structured as follows: Section 2 presents related works in the activity recognition area. Section 3 reviews RIMER+ that will be used in our proposal. Section 4 discusses how RIMER+ is adapted in R-DRAH to focus specifically on works in smart environments. Section 5 discusses the feature selection methods in order to optimize the set of sensors within a smart environment. Section 6 presents an empirical study which analyzes two feature selection methods for the purpose of sensors optimization for activity recognition with R-DRAH, considering the situation when a sensor failure in order to evaluate and analyze the robustness.

2. Background

In this section, the basic notions to understand our proposal are reviewed.

2.1. Sensor-based activity recognition

Advances in sensors technology developments have encouraged research on the problem of activity recognition based on processing data obtained by sensors [5]. In order to interpret the sensor data to infer activities, it is necessary to build activity models. In this section, we review the approaches to build activity models.

Activity models can be built by means of DDA or KDA. Both approaches are reviewed in the following subsections:

2.1.1. Data-driven approaches

The DDA learn activity models from preexistent large-scale datasets of users’ behaviors using data mining and machine learning techniques. These approaches imply the generation of probabilistic or statistical activity models by means of training and learning processes. So, the activity inference is based on a probabilistic or statistical classification.

Some of the most popular classifiers based on DDA approaches are briefly reviewed below:

- Naive Bayes classifier (NB) [16]. The basic idea in NB classifier is to use the joint probabilities of sensors and activities to estimate the category probabilities given a new activity. This method is based on the assumption of sensor independence, i.e. the conditional probability of a sensor given an activity is assumed to be independent of the conditional probabilities of other sensors given that activity.

- Nearest Neighbor (NN) [11]. This classifier is based on the concept of similarity [7] and the fact that patterns which are similar, usually, have the same class label. An unlabeled sample is classified with the activity label corresponding to the most frequent label among the k nearest training samples.
• Decision Table (DT) [28]. This classifier is based on a table of rules and classes. Given an unlabeled sample, this classifier searches for the exact match in the table and returns the majority class label among all matching samples, or informs no matching is found.

• Support Vector Machines (SVMs) [10]. This method focused on a nonlinear mapping to transform the original training data into a higher dimension. Within this new dimension, it searches for the linear optimal separating hyper plane. A hyperplane is a decision boundary which separates the tuples of one activity from another.

2.1.2. Knowledge-driven approaches

The KDA build activity models by using the rich domain knowledge and heuristics for activity modeling and pattern recognition. This approach, usually, involves knowledge acquisition, formal modeling, and representation. Activity models generated in this method are normally used for activity recognition or prediction through formal logical reasoning, e.g., deduction, induction, or abduction.

Depending on the way to capture, represent and use the knowledge, the knowledge driven approaches to activity modeling and recognition can be classified into two main categories:

• Logical modeling based approach [6]. Activity modeling is equivalent to knowledge modeling and representation. Knowledge representation formalisms or languages are used to represent these knowledge models and concrete knowledge instances, enabling inference and reasoning.

• Evidential theory based approach [36]. In this approach, sensor readings are used as evidence of higher level states within an activity model. These states are fused to determine more complex and higher level states until the level of belief in the activities of interest is determined.

2.2. Extended belief rule-based inference Methodology, RIMER+

In this section, the extended belief rule-based inference methodology (RIMER+) is reviewed, which can be considered as a combination of DDA and KDA, in order to take the advantages of both approaches. We will adapt this methodology for activity recognition in a smart environment.

The RIMER+ classifier, [34], utilizes the recently developed extended belief rule-based inference methodology, which combines DDA and KDA. Thus, RIMER+’s Knowledge-Base (KB) is based on Extended Belief Rule-Bases (E-BRB), which are able to capture in a homogeneous way the sample data and expert knowledge, uses casual and nonlinear relationships and, moreover, it can deal with some types of uncertainty related to expert knowledge and data. RIMER+ uses the Evidential Reasoning (ER) algorithm [52] to infer the information included in its E-BRBs, in order to produce a prediction result based on some input of the system. Furthermore, one of the main features of RIMER+ is its E-BRB, which extends the KB used in the belief Rule-Based Inference Methodology (RIMER) [51]. Thus, the belief degree distributions are used. So, they are embedded in the consequent terms of its rules and also in each antecedent term. Take for example the following EBR:

\[
\text{IF Temperature is (Hot, 0), (Warm, 0.1), (Cold, 0.7) THEN Heating is (ON, 0.2), (OFF, 0.8)}
\]

Therefore, EBR can capture the fuzziness with linguistic terms, uncertainty with beliefs, the incompleteness with ignorance or partially known belief and non linear relationships by means of IF-THEN rules. Thus, this type of extended belief rule is generic and, moreover, it provides a flexible way to incorporate hybrid input information and an efficient rule generation scheme to build E-BRBs directly from sample data [34].

As has been mentioned, E-BRBs provide the flexibility to incorporate context information in the KB. This information could be vague, uncertain and/or incomplete and heterogeneous (qualitative or quantitative). Furthermore, it provides the means to set the importance of different rules and antecedents, using rule weights (noted as \(\delta_k\) for the kth rule) and antecedent relative weights (noted as \(\delta_{ik}\) for the ith antecedent of the kth rule), respectively. Once the E-BRB is generated from sample data and the expert knowledge about the environment is added, it can be used to recognize future activities, setting the values of sensors as inputs for the E-BRB. This recognition method of the RIMER+ approach is based on two main processes:

1. Rule Activation: evaluates which rules need to be activated, computing their activation weights \(w_k\) using the similarity of their antecedents against the given inputs.
2. Rule Inference: the ER approach [52] is applied to combine the activated rules and generate the final output.

Given that an E-BRB may be generated from sample data, the quality of data might be an important issue to be concerned when generating a reliable E-BRB. In this regard, a new Dynamic Rule Activation (DRA) algorithm was proposed in [3,4] as a method to select the most relevant information to be aggregated. This is undertaken by considering that data incompleteness and inconsistency may be viewed as paired situations, given that the former appears due to the lack of information while the latter can be considered as an excess of heterogeneous information [4]. This upgraded method is denoted as R+DRA and is detailed in Fig. 1.

![Fig. 1. R+DRA process (taken from [2]).](Image)
So, this approach enhances the performance of RIMER+, especially in multi-class datasets as is the case of the process for activity recognition.

Finally, it is noteworthy that the processes listed in Fig. 1 can be modified depending on each particular scenario. So, in the next Subsection, details of how the individual matching degree and rule activation are provided to work with binary sensor data in smart environments.

3. R+DRAH for smart environments with binary sensors

In this section, we describe the adaption of the RIMER+, which is called R+DRAH, for activity recognition in smart environments with binary sensor data.

The binary representation indicates which of the sensors have been active within a time interval [40]. In order to handle this kind of data, RIMER+ provides the flexibility to modify the similarity and aggregation functions that calculate the individual matching degree and rule activation weights, as was illustrated in Fig. 1.

Therefore, in R+DRAH to handle binary data, the similarity and aggregation functions are replace with the following similarity measure, which is very popular, so-called hamming distance [24]:

\[
H(\alpha, A_k) = \sum_{i=0}^{t_k} \delta_i \times d_H(\alpha_i, A_k)
\]

where

\[
d_H(\alpha_i, A_k) = \begin{cases} 
0, & \text{if } |\alpha_i, A_k| = 0 \\
1, & \text{otherwise}
\end{cases}
\]

This means that the input vector perfectly matches the antecedents of the kth rule, i.e., the current sensor values totally match the description of one activity. The higher value of \(H\) returns, the more dissimilar the input vector is to the kth rule.

In order to accommodate noise in the input data of the dataset, the rule activation weights \(w_k\) are calculated as follows:

\[
w_k = \begin{cases} 
1 \times \theta_k & \text{if } H(\alpha, A_k) = 0 \\
0.2 \times \theta_k & \text{if } H(\alpha, A_k) \leq 1 \\
0.1 \times \theta_k & \text{if } H(\alpha, A_k) \leq 2 \\
0 & \text{if } H(\alpha, A_k) > 2
\end{cases}
\]

Eq. (2) shows how we can be handled data with some noise in the input vector (e.g., sensors with technical failures or deactivated, which produce wrong values) using a hybrid function of hamming distance. Although rules containing a certain amount of noise (in 1 or 2 sensors) are not completely discarded, their activation weight is substantially lower than if no noise is found \((H(\alpha, A_k) = 0)\). For the binary sensor data, the proposed \(H\) function suits better than the Euclidean distance used in [34].

4. Selection features for sensors optimization

In this paper, the proposal is to obtain a set of relevant sensors and a successful classifier for activity recognition, in order to deploy low-cost smart environments. In smart environments, it is not easy to know which the most relevant sensors are. This section discusses the use of feature selection methods to face this problem, providing a way to obtain a sensor optimization for a smart environment.

It is really difficult to know, a priori, the relevant sensors which should be considered in a classification problem for activity recognition. Sometimes, the datasets generated by smart environments gather information from multiple sensors in order to have a complete representation of the environment domain. Nevertheless, this fact produces large datasets with redundant and irrelevant information, which could deteriorate the performance of the classification for activity recognition.

In addition, the increase of the dataset’s size produces a larger computational complexity and potentially hinders the learning processes and generalization capabilities of the classifier. The problem of identifying the most relevant sensors for activity recognition in DDA is closely related to the selection of features in a classification problem [26,43].

Feature selection methods are carried out in order to reduce the dataset, keeping as much information as possible about the domain, without a negative impact on the classification accuracy [15]. So, irrelevant and redundant features are eliminated. Reducing the number of these features clearly improves the time taken to deploy a learning algorithm and assists in obtaining a better insight into the concept of the underlying classification problem [28,29].

In order to offer a formal description of a feature selection method, the definition proposed by Dash and Liu [13] is provided:

**Definition 1.** Feature selection attempts to select the minimal sized subset of features according to the following criteria: i) the classification accuracy does not significantly decrease; and ii) the resulting class distribution, given only the values for the selected features, is as close as possible to the original class distribution, given all features.

Therefore, feature selection methods have a three-fold motivation. First, to simplify the classification problem due to the fact that only the relevant features are used. Second, to maintain approximately the accuracy of the classifier, after removing some of the initial features. Finally, to reduce the dimension of the dataset which, proportionally, reduces the computational complexity.

Fig. 2 illustrates the process of feature selection methods which consists of the following three steps:

**1 Generation Procedure.** The generation procedure attempts to find out optimal feature subsets which summarize the whole set, reducing the computational complexity. In the case of a dataset that contains \(N\) features, the total number of candidate subsets to be generated is \(2^N\). There are different approaches to addressing this process:

- Complete. This approach carries out a complete search for the optimal sub set according to an evaluation function that is utilized. The most common complete approach is the Exhaustive Search, which go over all the searching space. Thus, some algorithms use different functions that are based on various backtracking techniques, such as branch and bound, best first search
or beam search, in order to reduce the searching space and optimize the search time [39,42].

- Heuristic. With this approach, in each iteration, all the features that remain are considered to be selected (rejected), generating the subsets in an incremental way. In this case, the searching space is quadratic in terms of the number of features. Thus, this method has a higher-speed than the complete search, to produce the results [33].
- Random. This generation procedure differs with the other methods, because it is set a maximum number of possible iterations and, usually, searches a fewer number of subsets than \(2^N\). In order to select an optimal subset, it is necessary to assign suitable values to different parameters which take part in the random process [46].

In this paper, we are focusing on the method which guarantees the best accuracy performance, floating the searching time. Thus, a complete generation procedure is used, concretely the Exhaustive Search. Therefore, \(2^N\) candidate subsets will be evaluated.

2 Evaluation Functions. An evaluation function is used to evaluate the subset under examination. An evaluation function measures the goodness of a subset produced by some generation procedure, and this value is compared with the previous best. If it is found to the better, the it replaces the previous best subset. Generally, an evaluation function tries to measure the discriminating ability of a feature or a subset in order to distinguish the different class labels. There are several types of evaluation functions:

- Distance Measures that have the idea that in a two-class problem, the most preferred features are those which induce a higher difference between the conditional probabilities of two classes [27,30].
- Information Measures which are based on the information gain. A feature is preferred to another if the information gain from the first feature is higher than the second one. An example of this type is entropy. These measures are employed in [29,44].
- Dependence Measures that quantify the ability to predict the value of one variable from the value of another one. Therefore, a feature is preferred to another if the correlation between the features with a class is higher than the correlation between another feature and the same class [37,38].
- Consistency Measures which deal with to find out the minimally sized sub set that satisfies the tolerable inconsistency rate, which is normally set by the user. These measures are able to remove redundant and/or irrelevant features and capable of handling some noise [14,33].
- Classifier Error Rate Measures that depend on the classifier itself in order to perform the feature selection [26,32].

In the presented case study, the consistency measures and the dependence measures will be used as evaluation functions due to the fact that these measures have provided a very good overall performance in classification problems [14].

2 Stopping criterion. The feature selection process is an iterative process. For this reason, it is necessary to establish a criterion which indicates when the process is finished. In this final moment, the subset of features has the highest score discovered up to that point and it is selected as the satisfactory feature subset. The choice of the stopping criterion may depend on the generation procedure and the evaluation function; possible criteria include: a subset score exceeds a threshold, a program’s maximum allowed run time has been surpassed, a maximum iteration number, etc.

Finally, usually, a validation process is carried out in order to check the validity of the problem generated subset of features, by testing and comparing the obtained results with results previously computed with the original dataset.

5. Case study

In this Section, the dataset of a smart environment, which will be used in our proposal to be optimized and used for activity recognition, is shown. Then, two optimizations are obtained by means of two feature selection methods. Finally, to evaluate the suitability in terms of robustness of the R+DRAH against four popular classifiers, some tests are carried out with the two computed optimizations.

5.1. Activity recognition dataset

The case study used in this paper is based on a popular activity recognition dataset [49]. The dataset was collected in the house of a 26-year-old male who lived alone in a three-room apartment. In the environment, 14 state-change sensors were installed.

This dataset contains 245 observations which have been generated by 14 binary sensors. The number of instances of each activity class in the dataset and the frequency of each sensor in each activity class are presented in table.

Each sensor was located in one of 14 different places within a home setting: microwave, hall-toilet door, hall-bathroom door, cups’ cupboard, fridge, plates’ cupboard, front door, dishwasher, toilet flush, freezer, pans’ cupboard, washing machine, groceries’ cupboard and hall-bedroom door. Sensors were left unattended, collecting data for 28 days in the apartment. Activities were annotated by the subject himself using a Bluetooth headset.

Seven different activities were annotated, namely: going to bed, using toilet, preparing breakfast, preparing dinner, getting a drink, taking a shower and leaving the house.

5.2. Optimizing the configuration of a heterogeneous architecture of sensors with feature selection methods

In this paper, the application of two feature selection methods is proposed to obtain two sensor optimizations of a smart environment, offering a low-cost smart environment for activity recognition.

To do so, two sensor optimizations for the smart environment are obtained. The first optimization is based on a consistency measure and the second one is based on a dependence measure due to the fact that these measures have provided a very good overall performance [14]. The feature selection methods have been implemented using the Weka software [22] that is a Java software tool with machine learning algorithms for solving real-world data mining problems, which has GNU General Public License, GPLv3.

In the first optimization, a feature selection method based on consistency measure consistencySubsetEval [33] is applied. This function evaluates the worth of a subset of sensors by the level of consistency in the class values when the training instances are projected on the subset of sensors. So, subsets of sensors are highly correlated with the class, considering a low intercorrelation.

In the evaluation functions based on consistency measure case, the consistency of any subset can never be lower than that of the full set of sensors. Therefore, usually, this function is used in conjunction with a generation procedure of type Random or Complete, which looks for the smallest subset with consistency equal to that of the full set of sensors.

Although the complete approach takes more time that random approach, the first approach is used in our case due to the fact that the search is conducted in the full search space, providing better results than the random method. In our context, the time to search
the optimization is not relevant due to the fact that the optimization only be calculated once.

Regarding the dataset described in the previous section, the feature selection method selects a subset of 10 sensors, which are indicated in the second column of the Table 2.

In the second optimization, a feature selection method based on dependence measure, *consistencySubsetEval* [23] is applied. This function evaluates the worth of a subset of sensors by considering the individual predictive ability of each sensor with the redundancy degree between them. So, the subsets of sensors which are highly correlated with the class are preferred, taking into account a low intercorrelation. In this case, the generation procedure of type Complete is also used in the optimization for the same reason.

The feature selection method based on dependence measure generates an optimization with 7 sensors, which are indicated in the third column of Table 2.

So, we have obtained two optimizations. On the one hand, a smart environment is obtained with a cost reduction of 29% with the first sensor optimization due to the fact that this optimization has 10 sensors, removing 4 sensors of the initial set. On the other hand, a smart environment is obtained with a cost reduction of 50% with the second sensor optimization because this optimization has 7 sensors, eliminating 7 sensors of the initial set.

In the following section, the two obtained optimizations, with 10 and 7 sensors, are evaluated for activity recognition, comparing with four popular classifiers.

5.3. Recognition activity with sensor optimizations. Results and discussion

Once the two optimizations of the smart environment have been generated, this paper proposes the use of the adaptation of RIMER++, R+DRAH, as the most suitable classifier in terms of robustness for activity recognition in a smart environment with a sensor optimization.

To prove the robustness of R+DRAH in situations in which a sensor has some type of failure, a series of tests for each optimization is carried out. So, R+DRAH is evaluated comparing with other four popular classifiers used as DDA approaches for activity recognition. These four classifiers are NB, NN, DT and SVMs that were reviewed in the Section 2.1.

Three commonly-used types of tests were executed to evaluate the accuracy rate based on a cross-validation: 10-fold Cross-Validation (CV10), 4-fold Cross Validation (CV4) and 2-fold Cross-Validation (CV2). The main advantage of the cross-validation is that all the samples in the dataset are eventually used for training and testing. So, this validation avoids the problem of considering how the data is divided. The accuracy mean rate for the three cross-validations (C10, CV5 and CV2) is also computed to be considered.

For the optimization 1, Table 3 shows the assessment of the classifiers with 10 sensors as well as when one sensor has some type of failure with the optimization 1. It is noteworthy that the sensors with IDs 2, 8, 11 and 12 are not included because the optimization 1 removes these sensors in the selection feature process.

Regarding the situation in which the set of 10 sensors is available in the optimization 1, all classifiers have a higher performance than the 91%. In this ideal situation, SVM obtains the best results.
with a rating mean of 96.32%, followed by NB, DT, R+DRAH and NN.

In situations where a sensor can fail with the optimization 1, R+DRAH obtains the best results when there is a lack of information. Furthermore, the results obtained by R+DRAH are overcome by several points to the results obtained by other classifiers. This fact is shown in cases when sensors with IDs: 3, 7, 9 and 14 fail. In other cases, when sensors with IDs: 1, 4, 5, 6, 10 and 13 are not operative, the good results of R+DRAH are equivalent to the classifier SVM or NB classifiers.

The best results with 10 sensors are obtained with the SVM classifier, but when a sensor is not operative, R+DRAH provides similar results or the best results.

In the second series of tests, Table 4 shows the assessment of classifiers for the optimization 2 with 7 sensors and when one sensor has some type of failure. It is noteworthy that sensors with IDs: 1, 4, 8, 10, 11, 12 and 13 are not included because this optimization removes these sensors in the selection feature process.

When the set of 7 sensors is available in the optimization 1, all classifiers have a higher accuracy than the 90%. However, compared with the first optimization, the best classifier is R+DRAH with an accuracy mean rate of 96.33% followed by NB with a 95.78% and DT, SVM and NN.

In situations where a sensor can fail with the optimization 2, R+DRAH also obtains the best results. Moreover, the results obtained by R+DRAH are overcame by several points to the results obtained by other classifiers in all cases with loss of information.

We can conclude that the conjunction of features selection methods with the R+DRAH as classifier for activity recognition provides an encouraged performance to obtain in a low-cost smart environment. Furthermore, it is remarkable that with optimizations with fewer sensors, the classifier R+DRAH obtains more successful results.

Moreover, on the first hand, the datasets generated by smart environments gather information from multiple sensors, which can have redundant and irrelevant information. The performance of the classification for activity recognition overcomes this problem by means of features selection methods, generating low-cost environment with suitable sensors. On the other hand, R+DRAH provides a suitable performance due to its ability to handle data with some noise, for example, sensors with technical failures, false positives or temporary disconnections. This is mainly based on the dynamic rule activation method to select the most relevant information to be aggregated in order to activate the rules to infer the activities.

Finally, regarding to other classifiers, such as the SVM (the second best classifier), which are a black box classifier; the R+DRAH is a white box generating interpretable fuzzy rules, which can be analyzed, adjusted and tuned by human experts.
6. Conclusions

The sensors’ optimization can produce the benefit to reduce costs from a technological perspective, maintaining accuracy for activity recognition, whilst, moreover, has the additional benefit of reducing sensor data and the computational complexity. In this paper, the use of feature selection methods has been proposed in order to optimize the set of sensors of a smart environment in conjunction with R+DRAH, which has been adapted of the RIMER+ for managing binary sensor data in a smart environment. A case study applying two feature selection methods, based on consistency and dependence measure for a smart environment with 14 sensors, has been carried out. Thus, two optimizations with 7 and 10 sensors have been obtained in which R+DRAH have been shown as the suitable classifier against four of the most popular data-driven approaches for activity recognition in situations where an essential sensor fails. Our future works are focused on extending the experimentation in order to offer performance statistics with different dataset according to the dataset size (small and large), the balance among the number of classes (balanced and unbalanced) and, finally, the presence of noise and inconsistencies.
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